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Language Technologies Today

Image source: https://medium.com/@jaykrs/large-language-model-llm-608beb95461d
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ALTA 2024

Two thirds of the long papers 
(6/9) have LLM in the title.
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Research Questions about LLMs

• Takeaway from Ed Hovy’s talk yesterday:

– How to make LLMs usable

– How to make LLMs useful

– How to make LLMs understandable
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Research Questions about LLMs

• Takeaway from Ed Hovy’s talk yesterday:

– How to make LLMs usable

– How to make LLMs useful

– How to make LLMs understandable 

 

 → Why do LLMs behave this way?

Before we ask the “why” question, let’s first ask the “what” question.
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Research Questions about LLMs
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 → Why do LLMs behave this way? 
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Research Questions about LLMs

• Takeaway from Ed Hovy’s talk yesterday:
– How to make LLMs usable

– How to make LLMs useful

– How to make LLMs understandable 

 → What are LLMs’ behaviours?

  How accurately can they answer questions? 
  Can they follow instructions?
  Do they understand humour?
  Do they contain biases and stereotypes?
  …

 → Why do LLMs behave this way? 
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Why is it important to understand their behaviours?

• because LLMs are not just NLP systems!
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Evolution of LLM Evaluation

• The GLUE benchmark: 

– Sentiment classification

– Sentence similarity

– NLI (textual entailment)

–…
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Evolution of LLM Evaluation

• The BigBench:

– 204 tasks

» Traditional NLP

» Logic, math, code

» Understanding the world: 
e.g., causal reasoning

» Understanding humans: e.g., 
Theory of Mind

» Pro-social behaviour: e.g., 
gender bias

» …
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Evolution of LLM Evaluation
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Evolution of LLM Evaluation

• From simple tasks to complex tasks

• From objective tasks to subjective tasks

• From assessing LLMs’ abilities to understanding LLMs’ behaviours

Image sources:
https://www.alamy.com/student-exam-test-school-performance-grade-mark-image467478096.html
https://developerexperience.io/articles/16personalities 

https://www.alamy.com/student-exam-test-school-performance-grade-mark-image467478096.html
https://developerexperience.io/articles/16personalities
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Example: LLMs’ Persuasive Power

• Research questions:

– Can LLMs emulate realistic dynamics of persuasion and opinion change?

– Can LLMs generate arguments using various persuasion strategies?

• Main conclusion:

– “…simulating human opinion dynamics is within the capabilities of LLMs, and that artificial agents have the 
potential of playing an important role in collective processes of opinion formation in online social media.”
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Example: LLMs’ Trust Behaviour
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Rest of This Talk

• Writing styles of persona-assigned LLMs

• Speaker verification for evaluating role-playing LLMs

• Evaluation of multimodal LLMs
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Role-playing LLMs

• Commonly used in prompts: 

– “Act as a …”, “Pretend you are a …”

• Used in multi-agent systems

– Collaboration between agents

–  Simulation of social behaviours

Image source:

https://microsoft.github.io/autogen/0.2/blog/2023/10/26/TeachableAgent/
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Evaluating Role-playing LLMs – Previous Work

• To answer interview questions about the character’s experience 
(Shao et al. 2023)

• Role-specific knowledge (Wang et al. 2024)

• Passing Turing Test (Aher et al. 2023; Ng et al. 2024)



ANNUAL WORKSHOP OF THE AUSTRALASIAN LANGUAGE TECHNOLOGY ASSOCIATION20 3 DEC 2024

Our Work

• Writing styles 

–“An Empirical Analysis of the Writing Styles of Persona-Assigned 
LLMs”, Malik et al., EMNLP 2024

• Consistency

–“Speaker Verification in Agent-generated Conversations”, Yang et 
al. ACL 2024
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Writing Styles of Persona-Assigned LLMs

• Research questions:

–How can we characterise the style similarities and differences?

–Does a persona-assigned LLM write in a style similar to a human 
with the same persona?

–Do different LLMs behave differently in terms of writing style?

• Approach:

–Compare human-written text and LLM-generated text

–Leverage an interpretable style embedding model LISA (Patel et al. 
2023)
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Personas
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Data

• Human-written text:

–Subreddits

• LLM-generated text:

–Prompts with same 
topics as extracted from 
reddit
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The LISA Style Model
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From LISA style descriptors to coarse-grained styles

• LISA has 700+ style descriptors

–Many similar and overlapping descriptors

• Applied LDA to cluster the style descriptors

• Derived the following coarse-grained styles (labelled by ChatGPT)

– Inquiry, judgmental, cheerful, professional, unenthusiastic, 
direct, analytical
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Overview of Approach
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Human-written Text

• Style differences can be clearly observed for some demographic 
groups
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Measuring similarities / differences

• To quantify the similarities/differences of style distributions, we 
use KL-divergence.
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Sample Results

• Comparison with LLM-generated text
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Sample Results

• Comparison with LLM-generated text
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Observations

• LLMs write in different styles when given different personas

• LLMs’ style distributions are often not similar to those of human-
written posts

• Different LLMs have different style characteristics

–Llama tends to be more informal

–Mistral tends to be more formal (thus deviates from reddit in 
general)

–GPT is between Llama and Mistral
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This Talk

• Writing styles of persona-assigned LLMs

• Speaker verification for evaluating role-playing LLMs

• Evaluation of multimodal LLMs
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Speaker Verification

• Ideally a role-playing LLM in a conversation should speak in a 
consistent manner and allow others to “verify” their identity 
through the utterances

• To automatically verify whether a role-playing LLM is speaking with 
consistency across utterances, we need a speaker verification 
model
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Speaker Verification Model

• Directly using LLMs as a speaker verification model did not work 
well

• Train a verification model through supervised learning

–Sentence embedding models (e.g., RoBERTa)

–Style features (e.g., LISA)

• Use the trained speaker verification model to evaluate several 
role-playing LLMs
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Main Findings

• Current role-playing agents fail to preserve personal characteristic 
in generated utterances

• These agent models may have their built-in characteristics that 
persists when playing different roles
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This Talk
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Multimodal LLMs

• Many applications

–Embodied AI

–Processing and generating multimedia data

–Human-AI teaming in the physical world
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Multimodal LLM Evaluation

• Object detection

• Attribute detection

• Caption generation

• Visual question answering

• Our focus: uncommon scenarios



• Pre-trained vision-language models such as CLIP and BLIP can be used for image 
captioning or even visual question answering without further training or fine-
tuning.

• Do they contain social bias and stereotypes?

43 01 NOV 2024

Measuring Social Bias and Stereotypes in Vision-Language Models 

This is a portrait of an astronaut 
with the American flag. 

This is a photograph of a smiling 
housewife in an orange jumpsuit 
with the American flag. 



• A new probing dataset called VLStereoSet to measure stereotypes

– Gender, racial, profession, religion

• Empirical evaluation and comparison of six vision-language models

• Findings: clear presence of stereotypes in these models; stereotypes related to gender 
are more pronounced

44 01 NOV 2024

Measuring Social Bias and Stereotypes in Vision-Language Models 

“VLStereoSet: A Study of Stereotypical Bias in Pre-trained Vision-Language Models”, K. Zhou et al. in AACL 2022. 
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Multimodal Reasoning Beyond Common Sense
• “ROME: Evaluating Pre-trained Vision-Language Models on Reasoning beyond Visual 

Common Sense” (EMNLP 2023 Findings)

• Motivation:
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Method

• Focus on five types of visual commonsense knowledge about 
objects
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Data Collection
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Probing Question and Results
In this image, is the fish inside the fishbowl?

In this image, is the fish outside the fishbowl?
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Probing Question and Results
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Conclusions

• Importance of understanding LLMs’ behaviours

• Role-playing LLMs

–Writing styles

–Consistency

• Multimodal LLMs

–Social biases and stereotypes

–Overcoming common sense to handle counter-intuitive scenarios
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Future Directions

• Behaviours in other interesting scenarios or for other interesting 
tasks

–Can multimodal LLM use visual input for disambiguation?

 “the man and the woman held a clock” → Is there one clock or 
two clocks?
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Future Directions

• Behaviours in other interesting scenarios or for other interesting 
tasks

–Can multimodal LLM use visual input for disambiguation?

–How much do LLMs know about climate change?

–Do LLMs understand cultures and behave according to cultural 
norms?

–What moral values do LLM implicitly carry in conversations?

• Challenges with evaluation

• The “why” question
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ALTA 2024

Check out the papers on 
understanding LLM behaviours!
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